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Abstract
This document describes the architecture for the NetApp® Private Storage for Amazon Web

services (AWS) solution. It also serves as a deployment guide for the NetApp Private Storage
for AWS solution
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1 Scope

This technical report documents the storage architecture and deployment procedures for the NetApp
Private Storage for AWS solution.

2 NetApp Private Storage for AWS Solution Architecture

2.1 Overview

The NetApp Private Storage for AWS solution is a joint effort between NetApp and its partner public
cloud, colocation, and network providers. It provides a reference architecture that combines NetApp
storage consolidated guidance and validated configurations with Amazon Web Services (AWS) Elastic
Compute Cloud (EC2) compute resources, Equinix colocation facilities, and XO Communications long-
haul networks.

The NetApp Private Storage for AWS hybrid cloud model provides much of the efficiency and agility of
cloud computing along with the increased control and customization achieved through dedicated private
resources. With the NetApp private cloud for AWS, NetApp and its partners provide organizations with
both the control and the flexibility required to reap the full benefits of the hybrid cloud infrastructures.

The typical use cases for NetApp Private Storage for AWS are:

High-performance workloads

Big data analytics

Development and test

Disaster recovery

Multitier backup

Data with compliance requirements
Data center migration and consolidation
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NetApp SnapMirror® and SnapVauIt® can provide the ability for customers to move data from NetApp
storage in an on-premises data center to NetApp storage that is closer to the compute resources from
Amazon AWS EC2 and Amazon AWS Simple Storage Service (S3) storage resources for customers who
need to store backups in the cloud.

From a business perspective, the solution offers customers the ability to shift capital expenses to
operational expenses. Customers can dynamically allocate compute resources, application resources, or
backup resources instead of building out on-premises infrastructure.

2.2 Technical Overview

The NetApp private cloud for AWS solution combines compute resources from Amazon EC2 with NetApp
storage hosted at Amazon Direct Connect colocation facilities and long-haul network resources. This is
made possible by leveraging the Amazon Direct Connect offering. Direct connect provides high-speed
network connectivity to a colocation facility that is physically near Amazon data centers. The connectivity
options start at a single 1Gbit or 10Gbit private link. You can add additional links as required, with no limit
to the number of connections.

Within the colocation facility, the customer provides a router and NetApp storage resources. Virtual
machines within Amazon EC2 connect to the NetApp storage by iSCSI, CIFS, or NFS. Additional long-
haul network resources can also be connected to the router to provide network connectivity between
Amazon EC2 regions. The following glossary defines the terms used to describe the technical
architecture.
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2.3 Glossary of Terms
Amazon Machine Image (AMI). AMI is a virtual machine image in Amazon EC2.

Amazon region. Amazon region is a pool of AWS cloud resources tied to a geographic site. Each
Amazon region consists of multiple availability zones.

Availability zone. Availability zones are distinct locations within an Amazon region that are engineered to
be isolated from failures in other availability zones and provide inexpensive, low-latency network
connectivity to other availability zones in the same region.

Border Gateway Protocol (BGP). BGP is the border routing protocol Amazon uses to advertise routes
between EC2 VPCs and resources located in Direct Connect facilities.

Direct connect. Direct connect is a service offered by Amazon and participating colocation providers to
establish a high-speed connection to customer-provided hardware hosted in a colocation facility cage.

Open Shortest Path First (OSPF). OSPF is a network interior routing protocol.

Virtual private cloud (VPC). A VPC is an isolated IP address range within EC2. It can be connected to
other VPCs, the Internet, or Direct Connect through a VGW.

Virtual private gateway (VGW). A VGW is a virtual router gateway used to connect your VPC to other
networks.

3 Solution Architecture

The solution architecture consists of the following components:

AWS EC2 compute

AWS Virtual Private Cloud

AWS AMI virtual machines

AWS Direct Connect

BGP configuration (single AWS region topologies)

OSPF routing configuration (routing between multiple single AWS region topologies)
Customer-provided network switches and routers

NetApp storage (FAS/V-Series)

Network storage protocols (CIFS, NFS, iSCSI)

Long-haul network

=A =4 =4 4 -4 -4 -4 -4 -4 -

3.1 AWS EC2 Compute

Amazon elastic compute cloud (Amazon EC2) is a Web service that provides resizable compute capacity
in the cloud. This environment provides for preconfigured virtual machines or AMIs.

The AWS EC2 service is available on a per AWS region basis. Each AWS region is tied to a specific
geographic location. The following is a list of AWS regions:

Ireland

Northern California

Northern Virginia

Oregon

Séo Paolo

Singapore

Sydney

=A =4 =4 -4 A -4 -4
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1 Tokyo

Note: The Oregon and GovCloud AWS regions do not offer Direct Connect service, so these regions
are not available for use in this solution.

The AWS EC2 management web interface is used to deploy AWS VPC and AMI resources for the
NetApp Private Storage for AWS solution.

3.2 AWS Virtual Private Cloud

AWS Virtual Private Cloud is a dedicated virtual network into which AWS AMI virtual machines and other
AWS services can be deployed. The VPC network configuration can be customized, which includes IP
address ranges, subnets, routing, gateways, and network security using access control lists and security
groups.

The VPCs can consist of different subnets. For example, there could be a subnet for storage connectivity
between the AMI virtual machines and the NetApp storage and a second subnet for client access to an
application installed on the AMI virtual machine.

Each VPC is connected to the NetApp storage using Amazon Direct Connect over a Layer 2 network
connection from the Amazon EC2 resources to the customer-owned network switches in the Equinix
colocated facility.

The VPC can span multiple availability zones within an Amazon region. VPC subnets cannot span
multiple availability zones.

The NetApp storage controller is connected to the customer-owned network switches with the appropriate
routing configured using BGP and OSPF (if deploying NetApp Private Storage for AWS in multiple AWS
regions).

3.3 AWS AMI Virtual Machines

The Amazon Machine Image (AMI) virtual machines have various instance types that support the
compute needs of a customer. The categories of machine instance types are:
Standard instances

First generation

Second generation

Micro instances

High-memory instances

High-CPU instances

Cluster compute instances

Cluster GPU instances

High-1/O instances

=A =4 =4 =4 4 -4 -4 A -4

Note: Refer to this link for more information about AMI instance types. Not all instance types are
available for all AWS regions.

In addition to different instance types, AMI virtual machines can run different operating systems. The list
of supported operating systems includes:

Red Hat Enterprise Linux®

Windows Server® (2003 R2, 2008, 2008 R2 and 2012)

Oracle® Enterprise Linux

SUSE Linux Enterprise (Enterprise Server 10 and 11)

Amazon Linux AMI

Ubuntu

=A =4 =4 4 -4 4

6 NetApp Private Storage for Amazon Web Services (AWS) Solution Architecture and Deployment Guide



1 Fedora

1 Gentoo Linux

1 Debian

Amazon also offers AMI virtual machines preinstalled with applications. The types of preinstalled
applications that are offered are:

1 Database servers

1 Application servers

1 Content management servers

1 Business Intelligence servers

You can also create a custom AMI virtual machine based on the available AMI virtual machine instances.
The custom virtual machine is saved as an image for you to deploy other AMI virtual machine instances.

Note: Refer to this link for more information about the available operating systems and preinstalled
applications with AMI virtual machines.

For each operating system and application type, validate version compatibility with NetApp client software
and Data ONTAP® version using the NetApp Interoperability Matrix Tool.

By default, all Amazon EC2 instances are assigned one IP address at launch: a private (RFC 1918) IP
address.

To connect to your instance, you use the public DNS name associated with the public IP address.
However, this name is not static and can change, for example, when an instance reboots. If you want a
persistent address to which to connect, use an AWS elastic IP address.

Elastic IP addresses are static IP addresses designed for dynamic cloud computing. Additionally, elastic
IP addresses are associated with your account, not specific instances. Any elastic IP addresses that you
associate with your account remain associated with your account until you explicitly release them. Unlike
traditional static IP addresses, however, elastic IP addresses allow you to mask instance or availability
zone failures by rapidly remapping your public IP addresses to any instance in your account

Note: Refer to this link for more information about elastic IP addresses.

3.4 AWS Direct Connect

AWS Direct Connect is used to establish a dedicated network connection between the customer-provided
network switch or router in the Equinix collocated facility and the Amazon Virtual Private Cloud. Direct
Connect supports the use of industry standard 802.1q VLANSs. By using multiple VLANSs, the dedicated
connection can be partitioned into multiple virtual interfaces.

Multiple VLANSs can be used for different types of network traffic. For example, one VLAN can be used for
AMI virtual machine storage connectivity to the NetApp storage and another VLAN can be used for client
connectivity to any applications running on the AMI virtual machine. Access to S3 is also supported as
well. Virtual interfaces can be reconfigured at any time to meet changing needs.

Direct Connect connections come in two types: 1Gb Ethernet and 10Gb Ethernet. The connection from
the VPC to the network switch or router in the Equinix colocation is a Layer-2 connection from each
Availability Zone used by the VPC.

It is recommended that at least two Direct Connect network connections be connected to two customer
provided network switches or routers in the Equinix colocation.
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3.5 Border Gateway Protocol

Border Gateway Protocol (BGP) is used to support network routing between the Amazon VPC networks
and the customer network in the Equinix colocated facility over the Amazon Direct Connect network
connection.

For simple single-region topologies, customer networks in the colocation facility are all directly connected
to the customer-provided router. The router configuration advertises BGP routes to the AWS VPC
network over the Direct Connect network connection and also receives the BGP advertisements from the
AWS VPC network over the Direct Connect network connection. The AWS Direct Connect team and
Equinix colocation provider will complete this basic BGP configuration.

3.6 Open Shortest Path First (OSPF)

For more advanced topologies, where you have multiple connected networks in the colocation facility or
are routing between AWS regions, you will need to deploy an interior routing protocol such as OSPF and
then import and export routes from each AWS regions. Network connectivity between AWS regions is
provided using long-haul networks from XO Communications. BGP will still be used for routing between
the customer network in the colocation facility and the VPC network over the Direct Connect network
connection.

3.7 Sample Network Topologies

One of the strengths of NetApp Private Storage for AWS is that the solution can accommodate various
customer topologies or scenarios, although it is impossible to cover every possible topology. The
following diagrams illustrate two common routing configurations.

Figure 1) Example of routing configuration between colocated data center and EC2 virtual private cloud (BGP
only).

]

Equinix DC 6

Customer Router

iSCSI/NFS/CIFS Over
Amazon Direct Connect

AWS Router

@ —= (8

Windows App

EC2 Northern Virginia
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Figure 2) Example of complex routing configuration, including routing over private network between EC2
regions to support SnapMirror replication between colocated data centers (BGP and OSPF).

Customer Router

Customer Router

iSCSI/NFS/CIFS Over

Amazon Direct Connect iSCSI/NFS/CIFS Over

Equinix DC 6 NetApp SnapMirror Over Equinix SV 5
Long-Haul Connection
Amazon Direct Connect

AWS Router ' AWS Router

4 |

Windows App
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EC2 Northern California
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Table 1) NetApp Private Storage for AWS prerequisites.

The customer must have an Amazon account created with an associated payment method and must have
associated this account with Amazon Web services (http://aws.amazon.com).

Designate in which Amazon AWS region Amazon EC2 AMI virtual machines will be stored.

Identify the availability zones in the designated AWS region where AMI virtual machines will be created.

IP address plan for VPC (IP CIDR block and subnet information).

NetApp storage controller must be installed in the colocation facility for the designated Amazon AWS region.

Customer-provided network switch(es) and router(s) must be installed in the colocation facility for the
designated Amazon AWS region.

Customer-provided network router(s) must have BGP support enabled.

Determine which type of AMI virtual machine will be deployed in EC2 for the solution.

NetApp storage system network interfaces connected to the customer-provided network switch(es).

NetApp storage system network interfaces enabled and configured.

4.1 Create and Configure Amazon AWS Virtual Private Cloud
To create and configure an Amazon AWS Virtual Private Cloud, complete the following steps:

1. Open a web browser and go to the URL for Amazon AWS, http://aws.amazon.com. Cl i ck A Si gn i
the AWS Consoledo to access the AWS Consol e.
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Teramazon

BF web services

AWS Products & Solutions

Related Resources
Console FAQs
Documentation
Articles & Tutorials
Developer Tools
Public Data Sets

Amazon Machine Images
(AMIS)

Videos & Webinars

What's New?

Customizable navigation
We are pleased to announce
the ability to customize the
management console

AWS Management Console

A Web-based Interface to Manage Your Services

Access and manage Amazon’s growing suite of infrastructure web services

AWS Product Information n

through a simple and intuitive, web-based user interface. The AWS

Management Console provides convenient management of your compute,

storage, and other cloud resources.

Making AWS Simpler to (T
Access and Use

Services ¥

Editshortcut ~ | [} EC2

My Account / Console «

Developers «

English +

Support »

Sign in to get started.

Already have an AWS account?

[ Sign in to the AWS Console @

| M s3

The AWS Management Console
provides a point-and-click web

interface for Amazon Web Services. =
Log in using your AWS account name —
and password. If you've enabled AWS
Multi-Factor Authentication, you will
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EC2 Dashboard
Events

% Launch Instance
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Name .
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Free Usage Tier

Set Start Page

"'ﬂr AWS Marketplace

® *  Find & buy software, launch with 1-Click
and pay by the hour.

Amazon Web Services

Compute & Networking
Direct Connect

v Dedicated Metwork Connection to AWS
EC2
Virtual Servers in the Cloud

4 Elastic MapReduce

- Managed Hadoop Framework

Route 53

Scalable Domain Name System

s VPC
"W |solated Cloud Resources

Storage & Content Delivery
o CloudFront
" Global Content Delivery Network

Glacier
Archive Storage in the Cloud

53
Scalable Storage in the Cloud

. Storage Gateway

Integrates on-premises [T environments with Cloud storage

Database

. DynamoDB
Predictable and Scalable MoSQL Data Store

4= ElastiCache
"o [n-Memory Cache

RDS
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Instances

Spot Requests O | empty

Reserved Instances &l emply

- IMAGES B | emoty
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Deployment & Management

CloudFormation
Templated AWS Resource Creation

; CloudWatch
R & Appli

Elastic Beanstalk
AWS Applicafion Container

1AM
Secure AWS Access Control

App Services
CloudSearch

Managed Search Service

q SES

Email Sending Service

SNS

Push Nefification Service

U.l 5Qs

Message Queue Service

ul[ SWF
Workflow Service for G ing Application C

Navigation Wy nstances
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> Alllr
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3.

4.

5.

In the VPC dashboard, click the region name in the upper-right corner to select the desired Amazon

region where the VPC will be created.

.1 Services
VPC: [AVPCs Your Virtual Private Cloud = AWS Service Health
¢ Current Status
VPC Dashboard Amazon VPC enables you to create a virtual network topology - including
subnets and route tables - for your EC2 resources. & Amazan VPC (US East - N. Virginia)
=) VIRTUAL PRIVATE & Aamazon EC2 (US East - N, Virginia)
'L]‘-i‘i‘ b o Click the button below to create a Virtual Private Cloud.
Your VPCs
-
Subnets Related Links

Route Tables
Internet Gateways
DHCP Options Sets
Elastic IPs

VPC Documentation
All VPC Resources
Forums

Report an Issue

=] SECURITY
Network ACLs
Security Groups

=] VPN CONNECTIONS
Customer Gateways
Virtual Private Gateways
VPN Connections

Mark Beaupre v

US East (N. Virginia)
US West (Oregon)

US West (N. California)
EU (Ireland)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (S0 Paulo)

Ith details

After selecting the AmazonRe gi on in the VPC Consol e, clobobck nGet
i‘i Services -
VPC: [All VPCs Your Virtual Private Cloud =
4
VPC Dashboard Amazon VPC enables you to create a virtual network topology - including

subnets and route tables - for your EC2 resources.

=] VIRTUAL PRIVATE

Click the button below to create a Virtual Private Cloud.

CLOUDS

Your VPCs

Get started creating a VPC
Subnets o

Route Tables
Internet Gateways
DHCP Options Sets
Elastic IPs

=) SECURITY
MNetwork ACLS
Security Groups

= VPN CONMECTIONS
Customer Gateways
Virtual Private Gateways
VPN Connections

S

I n the fiCreate an Amazon Privahe PGbdbudo awidz ®rdyas el

Note: The option AVPC with Public and
support LAN access to the EC2 AMI virtual machines and a private storage connection between

the NetApp storage and the EC2 AMI virtual machines.

Pr

i vat e

Sulbnet so

Note: Other VPC subnet options can be selected based on the requirements where the solution will be
used.
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6. Click Continue.

Create an Amazon Virtual Private Cloud

Select a VPC configuration below:

) vPC with a Single Public Subnet Only

Your instances run in a private, isolated section of the AWS cloud with direct
access to the Internet. Network access control lists and security groups can be
used to provide strict control over inbound and outbound network traffic to your
instances.

Cancel | X

-,

Internet

Amazon 53, EC2,
SimpleDB, RDS

® VPC with Public and Private Subnets

In addition to containing a public subnet, this configuration adds a private
subnet whose instances are not addressable from the Internet. Instances in the
private subnet can establish outbound connections to the Internet via the public
subnet using Network Address Translation.

) vpPC with Public and Private Subnets and Hardware VPN
Access

This configuration adds an IPsec Virtual Private Network (VPN) connection
between your Amazon VPC and your datacenter - effectively extending your
datacenter to the cloud while also providing direct access to the Internet for
public subnet instances in your Amazon VPC.

) vPC with a Private Subnet Only and Hardware VPN Access

Your instances run in a private, isolated section of the AWS doud with a private
subnet whose instances are not addressable from the Internet. You can connect
this private subnet to your corporate datacenter via an IPsec Virtual Private
Network (VPN) tunnel.

&g

Public
Subnet

Creates: a /16 network with two /24 subnets.
Public subnet instances use Elastic IPs to access
the Internet. Private subnet instances access the
Internet via a Network Address Translation (NAT)
instance in the public subnet. (Hourly charges for
MAT instances apply)

S
7. 1ln the ACreate an Amazon Virtual Cloudd page, set t
- AEdit VPC CIDR I P Blocko to set the CIDR I P block
- AEdit Public Subnetd t o DRéPtblodk (thatispl0.B.10i0/24).s ubnet i n
- AEdit Private Subnetodo to set the private subnet i
- AEdit NAT Instance Typeo to set the EC2 AMI insta
Note: Your instance type will depend on the system requirements of the applications that will be run
on the EC2 AMI instances.
Note: An AMI instance will automatically be created and assigned to the VPC.

- Set hardware tenancy, if desired.

8. Click nCroeate VPC

12
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Create an Amazon Virtual Private Cloud

VPC with Public and Private Subnets

Please review the information below, then click Create VPC.

One VPC with an Internet Gateway
IP CIDR block: 10.0.10.0/16

Two Subnets
Public Subnet: 10.0.10.0/24

Availability Zone:

Private Subnet: 10.0.11.0/24

Availability Zone:

Additional subnets can be added after the VPC has been created.

One NAT Instance with an Elastic IP Address

Instance Type: ml.large
Key Pair Name: No Key Pairs Available

Mote: Instance rates apply. View rates.

Hardware Tenancy

Tenancy:
< Back Create VPC |

9. You will be notified of the successful creation of the VPC. Click Close.

Create an Amazon Virtual Private Cloud

VPC with Public and Private Subnets

Your VPC has been successfully created.
You can now launch instances into your VPC.

10. In the VPC dashboard, click Subnets to review the subnet status.

13 NetApp Private Storage for Amazon Web Services (AWS) Solution Architecture and Deployment Guide
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i‘i Services

VPC: [All VPCs

VPC Dashboard

=] VIRTUAL PRIVATE
CLOUDS

Your VPCs

Route Tables
Internet Gateways
DHCP Options Sets
Elastic IPs

=] SECURITY
Network ACLS
Security Groups

=| VPN CONNECTIONS
Customer Gateways

Virtual Private Gateways

VPN Connections

Your Virtual Private Clouds =

Start VPC Wizard

Launch EC2 Instances

You are using the following Amazon VPC resources in the region:

5 1 VPC

T@ 2 Subnets

'r‘_-:i’ 1 Network ACL

* 0 Customer Gateways

& 0 Virtual Private Gateways

=% 0 VPN Connections

@ 1 Internet Gateway
@ 2 Route Tables

@ 1 Elastic 1P
(@ 1 Security Group
-ki 1 Running Instance

Your VPN Connections =

Amazon VPC enables you to use your own isolated resources within the

AWS cloud, and then connect those resources directly to your own

datacenter using industry-standard encrypted IPsec VPN connections.

11. In the VPC dashboard, review the subnets that have been created with the VPC. If additional subnets

need to be created, fort h e

vPC, cl

ick ACreate Subnet. 0o

VPC: [AllVPCs

Create Subnet

viewing: [All Subnets v| (

VPC Dashboard

CLOUDS

JAL PRIVATE

Subnets

Route Tables
Internet Gateways
DHCP Options Sets
Elastic IPs

=] SECURITY
Network ACLS
Security Groups

-] VPN CONNECTIONS
Customer Gateways
Virtual Private Gateways
VPN Connections

O
Your VPCs O

subnet-b5f1dfdc
subnet-b1f1dfds

Subnet ID State VPC ID
0 available  vpe-b&f1dfd1
0 available  vpe-b&f1dfd1

0 Subnets selected

Select a Subnet above

CIDR Available IPs  Availability Zone Route Table Network ACL
10.0.11.0/24 251 us-west-1a rtb-baf1dfd3 Default
10.0.10.0/24 250 us-west-1a rtb-b2f1dfdb Default
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12. IntheVPC Dashboard, click fARoute Tableso to review th
additional route tables need to be created, for the
i'i Services v  Edit v
VPC: |AllVPCs Create Route Table

Viewing: |All Route Tables v| (
VPC Dashboard '
Route Table ID Associated With Main VPC
[ rb-OcdfibB1 1 Subnet No vpe-3edf1b53 (10.0.0.0/16)
Your VPCs []  rib-3adfib57 0 Subnets Yes  wpc-3edfib53 (10.0.0.0/16)

Subnets

nternet Gateways
DHCP Options Sets
Elastic IPs

MNetwork ACLs
Security Groups

Customer Gateways
Virtual Private Gateways

VPN Connections
0 Route Tables selected

Select a Route Table above

13.1 n the VPC Dashboard, click Al nt eewastonfiGuaedomeey so t o
VPC. An Internet gateway is the router on the AWS network that connects your VPC to the Internet.

Note: Internet gateways are optional. In most cases, internet gateways will not be configured
because the internet network traffic will be routed back through the customerd mternet
connection.
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i'i Services

VPC: |AllVPCs Create Internet Gateway

4

Viewing: |All Internet Gateways /| [

VPC Dashboard

I ,_ ID State VPC
=) VIRTUAL PRIVATE
CLOUDS [l | igw-39df1b54 @ available  vpc-3edf1b53 (10.0.0.0/16)
Your VPCs
Subnets

Route Tables

Internet Gateways

DHCP Options Sets
Elastic IPs

=| SECURITY
Network ACLs
Security Groups

=] VPN CONNECTIONS
Customer Gateways
Virtual Private Gateways

VPN Connections
0 Internet Gateways selected

Select a Internet Gateway above

14.1n the VPC dashboard, c¢click ADHCP Options Setso
DHCP Options Setod to create a new DHCP option c
option sets. Configure the DHCP options required for your environment.

to
onfi

16 NetApp Private Storage for Amazon Web Services (AWS) Solution Architecture and Deployment Guide



i'i Services

VPC: |All VPCs Create DHCP Options Set

4 . .

Viewing: |All DHCP Options Sets v/ |
VPC Dashboard )
o . DHCP Options Set ID Options

=| VIRTUAL PRIVATE
CLOUDS [] | dopt-34df1b59 domain-name-servers = AmazonProvidedDNS;
Your VPCs
Subnets

Route Tables

Internet Gateways
I DHCP Options Sets I

Elastic IPs

=| SECURITY
Network ACLS
Security Groups

=] VPN CONMECTIONS
Customer Gateways
Virtual Private Gateways
VPN Connections

151 n the VPC dashboard, <click AEI asassigeedtoPsEC2AMI manage
virtual machines. There can be up to five elastic IP addresses per VPC. Elastic IPs can be
dynamically assigned to different EC2 AMI virtual machines in the VPC as required.

Note: The Elastic IP addresses are static IP addresses that can survive a reboot of an EC2 AMI
virtual machine to which it is assigned.
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i‘i Services ~  Edit v

VPC: |All VPCs Allocate New Address

viewing: |[VPC Addresses v

VPC Dashboard

Address Instance ID Scope
[ 1072359106 i-0ec31bTe vpc
Your VPCs
Subnets
Route Tables
Internet Gateways
DHCP Options Sets

MNetwork ACLS
Security Groups

Customer Gateways
Virtual Private Gateways

VPN Connections
0 Addresses selected

Select an address above

16. After the VPC is created and configured, the network security must be set on the VPC. In the VPC
dashboard, click ANetwork ACLsO0 to bring up the net
ACLO to create a new network ACL.

Note: By default, an inbound and outbound network ACL and a network security group are created
when the VPC is created. It is encouraged to use both network ACLs and network security
groups to provide in-depth network security.
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ﬁ Services

VPC: |AllVPCs Create Network ACL
viewing: |All Network ACLs v| (
VPC Dashboard i
VIRTUAL PRIVATE Network ACL ID Associated With Default VPC
CLOUDS [0 | acl3bdfib56 2 Subnets Yes vpc-3edfib53 (10.0.0.0/16)
Your VPCs
Subnets

Route Tables
Internet Gateways
DHCP Options Sets
Elastic IPs

=| SECURITY

Network ACLs

Security Groups

=] VPN CONNECTIONS
Customer Gateways

Virtual Private Gateways

VPN Connections
0 Network ACLs selected

Select a network acl above

17. You can also add rules to an existing network ACL by clicking the network ACL and then clicking
i Add Fddaey.additional ACL rules as required by your environment.

1 Network ACL selected

%7 Network ACL: acl-3bdf1b56 | =

Inbound Outbound || Associations
Create a Custom TCP rule ~ Rule # Port (Service) Protocol Source Allow/Deny Action
new rule: 100 ALL ALL 0.0.0.0/0 ALLOW Delete
Rule #: | A b ALL ALL 0.0.0.0/0 DENY
portrange: [ |

(e.g., BO or 1024-4999) Note: Network ACLs are stateless, which means for any given request you want to handle, you must create rules in both directions.

For example, to handle inbound traffic to a web server in your VPC, you must allow both inbound TCP port 80, and outbound TCP

Source: 0.0.0.0/0 orts 1024-65535

(e.g., 192.168.2.0/24) P ’
Allow/Deny: |ALLOW v

o Add Rule
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Create Security Group

net wor k
security

secur.i

groups

ty
d

viewing: |VPC Security Groups | 'i

181 f the use of
bring up the
ﬁ Services
VPC: |All VPCs
4
VPC Dashboard

=| VIRTUAL PRIVATE
CLOUDS

Your VPCs

Subnets

Route Tables
Internet Gateways
DHCP Cptions Sets
Elastic IPs

=| SECURITY
Network ACLs

Security Groups I

19. You can also add rules to an existing network security group by clicking the security group and then
ther

@ Security Group: default

Details Inbound ‘Outbound

20

=| VPN CONNECTIONS

Customer Gateways

Virtual Private Gateways

VPN Connections

clicki

ng

ei

a

0 Security Groups selected

Name

(@ default

VPC

vpe-3edfib53 (10.0.0.0/16)

Select a security group above

t he

required by your environment.

1 Secuwrity Group selected

Createa  [Custom TCP rule

new rule:

Port range: |

(-a., B0 or 45152-65535)

Source: [0.0.0.0/0

(e-a., 192.168.2.0/24, sq 47ad482e, or

1234567890/ default)

Apply Rule Changes

nbound

or

Source
sg-d108f8be

a

groups i
shboard.

>0 =

Description

Out bound
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4.2 Create Amazon Direct Connect Network Connection
1. Launch the Direct Connect Network dashboard by clicking Services > Compute & Networking > Direct

Connect.

i‘i Services

History
s vPC

# Direct Connect

2.

w

All AWS Services

Compute & Networking

Storage & Content Delivery

¥ Direct Connect

>

AWS Direct Connect lets you
establish a dedicated network
connection from your network to
AWS,

ip EC2

Amazon Elastic Compute Cloud
(EC2) provides resizable compute
capacity in the cloud.

%5 Elastic MapReduce

Amazon Elastic MapReduce le
you perform big data tasks st
web indexing, data mining, a
file analysis.

Console Home Database
4 Route 53 s vPC
. EC2 Deployment & Management
Amazon Route 53 is a scalable and  Amazon Virtual Private Cloud
‘ Glacier App Services available Domain Name System (VPC) lets you launch AWS
(DNS). resources in a private, isolated
cloud.
Click he fiGet Startedo button to start the Di
== q
| T Services v

Order a New Connection

Using AWS Direct Connect, you can establish private connectivity between Amazon Web Services and your datacenter, office, or

colocation environment.

I n the

AfEstabl

Step 1

M)
a

Set up a connection at the
AWS Direct Connect location
where you are colocated and
at the bandwidth you want.

Step 2

‘Work with your colocation

provider to complete the
cross connect with

AWS Direct Connect.

Get Started

Step 3

- [

- -

Create virtual interfaces to
access all of your services in
AWS (such as EC2, 53,
DynamoDB, VPC).

i s h zad, 9é¢lectthe@W 8 Direat Conneat Iocaten where the

NetApp storage is located (that is, Equinix SV1 and SV5, San Jose, CA). Provide a name for the
connection and a port speed for the connection. Click Continue.
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Establish a New Connection Cancel %

At which AWS Direct Connect location do you have equipment? &

Equinix SV1 & 5V5, San Jose, CA [US West (M. California)] v

Don't have equipment at any of these locations? Contact us for other ways to
connect.

What do you want to name the connection? @

MorCal-1

What port speed do you need? &

® 1Gbps ) 10Gbps

Estimated costs: @

Port charge: USD $0.30 per hour

Data transfer into AWS: USD $0.00 per GB

Data transfer out of AWS: USD $0.020 per GB

Cross connect charge: Charged by Equinix. Check with Equinix (sales@equinix.com)

4. Review the Direct Connect connection order details. Click Place Order.

22 NetApp Private Storage for Amazon Web Services (AWS) Solution Architecture and Deployment Guide



Establish a New Connection Cancel | %

Order details
MName: NorCal-1
Location: Equinix SV1 & SV5, San Jose, CA
Region: US West (N. California)
Port Speed: 1Gbps

Estimated costs
Port charge: USD $0.30 per hour
Data transfer into AWS: USD $0.00 per GB
Data transfer out of AWS: USD $0.020 per GB
Cross connect charge: Charged by Equinix. Check with Equinix {sales@equinix.com)

What happens next?

1. Prepare connection
(Estimate: 3 days)
AWS will prepare your connection and send you an email with a Letter of Authorization -
Connecting Facility Assignment (LOA-CFA) to provide to the colocation provider.

2. Awuthorize cross connect
(Estimate: 7 days)
Forward the LOA-CFA to the colocation provider using the steps outlined in the User
Guide. The colocation provider will create the cross connect from your facility to the
AWS Direct Connect router.

Back Place Order

5. Verify that the new order is listed in the Order New Connection dashboard.

Order a New Connection >

US West (N. California)

NorCal-1 to us-west-1 through Equinix SV1 & SV5, San Jose, CA Delete Connection View Connection Details
-/ Requested

“ Ho wvirtual Interfaces

6. Follow the procedures listed in the AWS Direct Connect User Guide, to request a cross connect
(LOA-CFA). Each location has different procedures for requesting a cross connect. This request will
create a ticket to the colocation provider so that they can physically wire the cross connect between
AWS and the router in the cage where the NetApp storage is located. Figure 1 shows a sample letter
of authorization and connecting facility assignment (LOA-CFA).
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http://docs.amazonwebservices.com/directconnect/latest/UserGuide/Colocation.html

Figure 2) Sample letter of authorization.

7. In addition to the LOA-CFA, provide the following information to the colocation provider:
- A pair of private IP addresses in the 169.xxx.xxX.Xxx range to use for the routing interfaces
- The virtual gateway ID (VGW-ID) of the VPC you want to connect using this Direct Connect link
- A pair of private autonomous system numbers (ASNSs) for the connection
Note: If you use a public ASN, make sure that you own the ASN. For private ASNs, make sure that
they are unique.
- A VLAN ID for traffic routed to and from AWS
- BGP secret configuration information
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