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EXECUTIVE SUMMARY 
This document describes various failure scenarios in a virtual infrastructure environment and the solutions 
to recover from these failures by deploying VMware

®
 High Availability (HA), VMware Fault Tolerance 

(FT), VMware vCenter
Ê

 Heartbeat, and NetApp
®
 MetroCluster. These solutions help maintain 

continuous availability of the computing and storage resources of the virtual infrastructure between sites, 
provide complete disaster recovery during loss of a site, and the ability to shift the complete operation of the 
environment between two sites to minimize disruption during scheduled downtime. 
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1. INTRODUCTION 

This technical report provides an overview and describes the end-to-end implementation details of 
production-class continuous-availability solutions for virtual infrastructures consisting of VMware ESXÊ 
Servers and NetApp storage systems. 

1.1 INTENDED AUDIENCE 

This document is for:  

V Customers and prospects looking to implement a continuous-availability solution for their virtual 
infrastructure consisting of VMware ESX Servers and NetApp FAS storage 

V End users and management seeking information on a continuous-availability solution in a 
production or dev/test environment 

1.2 SCOPE 

What this document describes: 

V End-to-end architecture overview of the continuous-availability solution for virtual infrastructure 

V Detailed design and implementation guide; configuration best practices 

V Reproducible test results that simulate common failure scenarios resulting from operational 
problems and real disasters 

 

The scope of this document is limited to the following: 

V This report does not replace any official manuals and documents from NetApp and VMware on the 
products used in the solution or those from any other switch vendors referenced in the report. 

V This report does not discuss any performance impact and analysis from an end-user perspective 
during a disaster. 

V This report does not replace NetApp and VMware professional services documents or services. 

V This report does not discuss a regional (long-distance) disaster recovery solution. If you are looking 
for a regional disaster recovery solution in addition to the high-availability option discussed in this 
paper, contact your NetApp representative for further assistance. 

1.3 ASSUMPTIONS AND PREREQUISITES 

This document assumes familiarity with the following: 

V Basic knowledge of VMwareôs virtualization technologies and products: VMware vCenter Server 2.5 
and vCenter Server 4.0, VMware Infrastructure 3

Ê
, and VMware vSphere

Ê
 4.0 

V Basic knowledge of NetApp storage systems and Data ONTAP
®
 

2 BACKGROUND 

2.1 BUSINESS CHALLENGE 

Economic challenges drive businesses to provide high levels of availability and business continuity 
while simultaneously achieving greater levels of cost savings and reduced complexity. As a result, data 
center infrastructure is increasingly virtualized because virtualization provides compelling economic, 
strategic, operational, and technical benefits. Planning a robust high-availability infrastructure solution 
for virtual data center environments hosting mission-critical applications is of utmost importance. 

Some of the key aspects of an effective high-availability virtualized infrastructure should include: 

V Operational efficiency and management simplicity 
V Cost effectiveness 
V Architectural simplicity 
V High performance 
V Resiliency and flexibility 
 
VMware provides uniform, cost-effective failover protection against hardware and software failures 
within a virtualized IT environment with VMware high availability and fault tolerance. 
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NetApp MetroCluster is a cost-effective, synchronous replication solution for combining high availability 
and disaster recovery in a campus or metropolitan area to protect against both site disasters and 
hardware outages. MetroCluster provides automatic recovery for any single storage component failure 
and single-command recovery in case of major site disasters, for zero data loss and recovery within 
minutes rather than hours. 

Combining VMware HA and FT and NetApp MetroCluster technologies offers a great value proposition. 

The combination provides a simple and robust continuous-availability solution for planned and 

unplanned downtime in virtual data center environments hosting mission-critical applications. 

Each of these solutions is discussed briefly in the next section. 

2.2 CONTINUOUS-AVAILABILITY SOLUTIONS FOR VIRTUAL INFRASTRUCTURE 

VMWARE SOLUTION: VMWARE HA (VI3 AND VSPHERE 4) 

VMware cluster technology groups VMware ESX Server hosts into a pool of shared resources for virtual 

machines and provides the VMware HA feature. When the HA feature is enabled on the cluster, each 

ESX Server maintains communication with other hosts so that if any ESX host becomes unresponsive 

or isolated, the HA cluster can negotiate the recovery of the virtual machines that were running on that 

ESX host among surviving hosts in the cluster.  

Figure 1) VMware HA architecture. 

Note:  

1. Setting up an HA cluster requires a vCenter Server. Once the cluster is set up, it can maintain HA 

without further interaction with the vCenter Server. 

2. VMwareôs distributed resource scheduler (DRS) is out of the scope of this document. However, 

note that VMware DRS can be enabled simultaneously with VMware HA on the same cluster.  
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VMWARE SOLUTION: VMWARE FT (VSPHERE 4 ONLY) 

VMware Fault Tolerance leverages the well-known encapsulation properties of virtualization by building 

high availability directly into the x86 hypervisor to deliver hardware-style fault tolerance to virtual 

machines.  

VMware FT provides continuous availability for mission-critical virtual machines by creating and 

maintaining a secondary VM that is identical to (and able to replace) the primary VM in case of 

hardware failure. On enabling VMware vLockstep, the secondary VM runs in virtual lockstep with the 

primary VM to replicate the executions of the primary VM, thereby providing fault tolerant protection. 

 

Figure 2) VMware Fault Tolerance architecture. 

NETAPP SOLUTIONS: NETAPP ACTIVE-ACTIVE, SYNCMIRROR, AND METROCLUSTER 

NetApp clusters, also referred to as active-active HA pairs, consist of two independent storage 

controllers that provide fault tolerance and high-availability storage for virtual environments. The cluster 

mechanism provides nondisruptive failover between controllers in the event of a controller failure. 

Redundant power supplies in each controller maintain constant power. Storage HBAs and Ethernet 

NICs are all configured redundantly within each controller. The failure of up to two disks in a single 

RAID group is accounted for by RAID-DP
®
.  

 

Figure 3) Active-active cluster. 

The NetApp active-active HA cluster model can be enhanced by synchronously mirroring data at the 

RAID level using NetApp SyncMirror
®1

. This mirrored active-active configuration maintains two 

complete copies of all mirrored data. These copies are called plexes and are continually and 

synchronously updated every time Data ONTAP writes to a mirrored aggregate. When SyncMirror is 

                                                      

1
 See 1 and 4 in Appendix C. 
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used with HA clustering, the cluster has the ability to survive the loss of complete RAID groups or 

shelves of disks on either side of the mirror. 

 

Figure 4) NetApp SyncMirror. 

NetApp MetroCluster builds on the NetApp cluster model by providing the capability to place the nodes 

of the clusters at geographically dispersed locations. Similar to the mirrored active-active configuration, 

MetroCluster also maintains two complete copies of all mirrored data. These copies are called plexes 

and are continually and synchronously updated each time Data ONTAP writes data to the disks. 

 

Figure 5) NetApp active-active SyncMirror and MetroCluster. 

MetroCluster supports distances of up to 100 kilometers.  

For distances less than 500 meters, the cluster interconnects, controllers, and disk shelves are all 

directly connected. This is referred to as a stretch MetroCluster configuration.  

For distances over 500 meters, MetroCluster uses redundant Fibre Channel switches and interswitch 

links (ISL) between the sites. This configuration is referred to as a fabric MetroCluster configuration. In 

this case, the controllers and the storage are connected through the ISLs. 

Note: The above figures are simplified representations and do not indicate the redundant connection 

between each component. 
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DIFFERENT TIERS OF PROTECTION WITH VMWARE VI3 WITH NETAPP STORAGE 

 

 

Figure 6) VMware VI3 with NetApp storage. 

DIFFERENT TIERS OF PROTECTION WITH VMWARE VSPHERE 4.0 WITH NETAPP STORAGE 

 

 

Figure 7) VMware vSphere 4.0 with NetApp storage. 
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Table 1 summarizes various scenarios for this continuous-availability solution. 

Table 1) Continuous-availability-solution scenarios. 

# 
Tier of 
Protection 

VMware Component 
NetApp 
Component 

Scope of Protection 

VI 3 vSphere 4 

1 
Data-center-
level 
protection 

VMware 
HA 

 

 VMware HA 

 VMware FT 

 vCenter 
Heartbeat 

NetApp active-
active cluster 
(with or 
without 
SyncMirror) 

Complete protection against 
common server and storage 
failures, including but not limited to 
failure of: 

 Physical ESX Server 

 Power supplies 

 Disk drives 

 Disk shelves 

 Cables 

 Storage controllers and so on 

2 
Cross-
campus-level 
protection 

VMware 
HA 

 

 VMware HA 

 VMware FT 

 vCenter 
Heartbeat 

NetApp stretch 
MetroCluster 

VMware HA cluster nodes and the 
NetApp FAS controllers located at 
different buildings within the same 
site (up to 500 m).  
Can handle building-level 
disasters in addition to protections 
provided in tier 1. 

3 
Metro (site-
level) distance 
protection 

VMware 
HA 

 

 VMware HA 

 vCenter 
Heartbeat 

 

NetApp fabric 
MetroCluster 

VMware HA cluster nodes and the 
NetApp FAS controllers located at 
different regional sites (up to 100 
km).  
Can handle site-level disasters in 
addition to protections provided in 
tier 1. 

4 
Regional 
protection 

Outside of the scope of this report 

3 ARCHITECTURE OVERVIEW OF THE HIGH-AVAILABILITY 
SOLUTION  

3.1 HIGH-LEVEL TOPOLOGY DIAGRAM 

Figures 8 through 11 illustrate the architecture of a campus-distance-level (up to 500 meters) and 

metro-distance-level (up to 100 km) HA solution for virtual infrastructure made up of VMware ESX 

Servers, vCenter Server, and NetApp storage. As described previously, continuous availability of the 

virtual infrastructure is provided through seamless integration of two technologies working in two 

different layers:  

 VMware HA and FT technology for high availability at the server level 

 NetApp MetroCluster technology for high availability at the storage level: 

 Stretch MetroCluster setup, for campus-distance-level protection 

 Fabric MetroCluster setup, for metro-distance-level protection 

 

Each site in this high-availability solution is ñactiveò with VMware ESX Servers running Windows
®
 and 

Linux
®
 VMs. In the test setup, there are three ESX Servers in each site, each running two VMs (one 

Windows and the other Linux).  

VMware ESX Servers in each site can access NetApp storage at the back-end MetroCluster setup 

using FC, NFS, or iSCSI protocols. The unified storage architecture of NetApp FAS systems provides 

the flexibility to use any protocol.  

Note: A fabric MetroCluster configuration requires a separate front-end SAN to use FC data stores in 

VMware ESX Servers in addition to the back-end fabric. 
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TOPOLOGY DIAGRAM OF THE SOLUTION FOR VMWARE VIRTUAL INFRASTRUCTURE 3 (VI3) 

 

Figure 8) VMware HA and NetApp stretch MetroCluster solution in VMware VI3. 
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Figure 9) VMware HA and NetApp fabric MetroCluster solution in VMware VI3. 
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TOPOLOGY DIAGRAM OF THE SOLUTION FOR VMWARE VSPHERE 4 

 
Figure 10) VMware HA and FT and NetApp stretch MetroCluster solution in VMware vSphere 4. 

 


